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Given unlabeled samples, 𝑥!, 𝑥", … , 𝑦!, 𝑦", …
           learn 𝑓#: 𝑋 → 𝑌 with small error ℒ 𝜃 ≔ 𝔼

$∼&
ℓ 𝑓⋆ 𝑥 , 𝑓# 𝑥

Hypothetical ground-truth translator 𝑓⋆: 𝑋 → 𝑌

Target language 𝜆

Ground-truthtranslator 𝑓∗

Samples 𝑥!, … , 𝑥" ∼ 𝜇

Prior 𝜌,
Trans. family 𝑓# #∈% 

Translator 𝑓&#: 𝑋 → 𝑌
MLE

With probability ≥ 1 − 𝛿, given 𝑚 ≥ !
)
ln *

+
 samples from 𝜇, and prior 𝜌,

MLE outputs 8𝜃 with ℒ 8𝜃 ≤ 𝜀) 𝜌 .

Theorem: For any 𝜇, 𝑓∗, 𝜌 such that ⋆	∈ Θ- 𝜌 , and 𝛿, 𝛾 ∈ 0,1 .

Information-theoretic bound!
Optimizing .𝜃 may be hard…

Comparable to Supervised MT: 𝑚 ≥ "
#
ln $

%
(Occam’s Razor)                           for error 𝜀

Studying translatability in two stylized models of  language

Unsupervised Machine Translation (UMT)Background: Project CETI

Main Tool: Prior over Translations Sample-complexity bounds for UMT with a prior

Setup. Assume access to prior over translations 𝜌 ≈ 𝑓⋆ ∘ 𝜇
Definition (𝜸-ambiguities). Θ) 𝜌 ≔ 𝜃 ∈ Θ ∶ ℙ
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𝜌 𝑓# 𝑥 = 0 ≤ 𝛾 ,  𝜀) 𝜌 ≔ max

#∈*! 6
ℒ 𝜃

Assumption (Realizability).  ⋆	∈ Θ- 𝜌

Syntactic: Random sentence trees Semantic: Random knowledge graphs
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𝜀) 𝜌
“Best translator (up to ambiguities)”

𝒏 ∈ ℕ:	#Target nodes
𝒓 ≤ 𝑛:	 #Source nodes
𝒅 ≤ 𝑟:	 Average degree.
𝜶 ∈ 0,1 :	Agreement (𝜶-correlated Erdős–Rényi graphs)

𝒂: Source “perplexity”
𝒏: Text length
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0-1 loss for 𝒎 samples:

Source language 𝜇

“Translated” language 𝑓∗ ∘ 𝜇

Prior 𝜌

Full version

Shared morphology/syntax
Similar semantic domains

𝒳
𝒴

(Codas)

(English)

𝜌 ∼ 𝒰 Tree 	 𝜇 ∼ 𝒰 𝑓⋆:! Subtree

𝜌 ∼
1
2𝒰 Graph

         + !
*
𝒰 All

𝜇 ∼ 𝒰 𝑓⋆,! Noisy	subgraph

“Smoothed uniform”


